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Abstract
The “Constraint Bipartite Vertex Cover” problem (CBVC for short) is: given a
bipartite graph $G$ with $n$ vertices and two positive integers $k_1$, $k_2$, is there a
vertex cover taking at most $k_1$ vertices from one and at most $k_2$ vertices from
the other vertex set of $G$? CBVC is $NP$-complete. It formalizes the spare allocation
problem for reconfigurable arrays, an important problem from VLSI manufacturing.

We provide a nontrivial so-called “fixed parameter” algorithm for CBVC, running in
time $O(1.3999^{k_1+k_2} + (k_1 + k_2)n)$. Our algorithm is efficient and practical
for small values of $k_1$ and $k_2$, as occurring in applications. The analysis of the search
tree is based on a novel bonus point system: after the processing of the search tree
(which takes time exponential in $k$), a polynomial-time final analysis follows. Parts of
the computation which would be normally done within the search-tree phase can such be
postponed; nevertheless, the knowledge about the size of those parts can be used to
reduce the length of the search paths (and hence the depth of the search tree as a whole)
by sort of bonus points.
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1 Introduction

Nontrivial upper bounds for important NP-hard problems by exact algorithms have excited a continuous interest for many years [2, 6, 12, 24, 35, 39, 40, 42, 41, 47, 48]. With the advent of parameterized complexity theory [16] a special class of exact algorithms has become more and more important [3, 17]: As an example, consider the NP-complete Vertex Cover problem: given a graph $G = (V, E)$ and a positive integer $k$, is there a subset of vertices $C \subseteq V$ of size $|C| \leq k$ such that each edge in $E$ has at least one endpoint in $C$? Setting $n := |V|$, the best known exact algorithm for this problem has a running time of $O(1.211^n)$ [40]. There are, however, other exact (“fixed parameter”) algorithms solving Vertex Cover in running time $O(1.29175^k + kn)$ [38] or even $O(1.271^k + kn)$ [11]. For instance, already for $k \leq n/2$ these are much more efficient than the $O(1.211^n)$ algorithm.

The fixed parameter algorithm for Vertex Cover mentioned above is valuable from a practical point of view, since small values of $k$ can often be assumed in applications [16, 17]. In this paper, we study another NP-complete variant of the Vertex Cover problem, motivated by reconfigurable VLSI [28]: given a bipartite graph $G = (V_1, V_2, E)$ and two positive integers $k_1$ and $k_2$, are there two subsets $C_1 \subseteq V_1$ and $C_2 \subseteq V_2$ of sizes $|C_1| \leq k_1$ and $|C_2| \leq k_2$ such that each edge in $E$ has at least one endpoint in $C_1 \cup C_2$? The existence of two parameters and two vertex sets makes this problem, called Constraint Bipartite Vertex Cover (CBVC), quite different from the original one. Thus, whereas the classical Vertex Cover problem (with only one parameter!) restricted to bipartite graphs is solvable in polynomial time (because there is a close relation to the polynomial time solvable maximum matching problem for bipartite graphs [14, 28]), by a reduction from Clique it has been shown that CBVC is NP-complete [28]. Here, to our best knowledge, we give the first nontrivial fixed parameter algorithm for the Constraint Bipartite Vertex Cover problem running in time $O(1.3999^{k_1+k_2} + (k_1 + k_2)n)$. We conjecture that, due to the different combinatorial structure in comparison with Vertex Cover, it should be very hard to get an exponential base close to the one there.

Our result makes the following two contributions: First, it provides a further example (of which there are still few) for a problem with an effi-
cient fixed parameter algorithm [3, 16, 17]. Second, our result is not only of theoretical interest, but it is also valuable with regard to practical applications. This is also due to the fact that, for the VLSI application which will be explained below, it is very natural to assume small values for $k_1$ and $k_2$ compared to the total number of graph vertices $n$. Hence, our exact algorithm with its proven upper bound may successfully compete with heuristic algorithms in use, as first implementation tests indicate.

To achieve our result, we combine well-known methods from parameterized complexity [16], namely reduction to problem kernel and bounded search trees (these two methodologies can also be seen as the first two phases of our algorithm), with a new technique for restricting the size of the search tree by deferring some work to a third, polynomial-time phase, but nevertheless counting the parameter reduction as kind of bonus when processing the search tree and hence reducing its size. The techniques of reduction to problem kernel and of bounded search tree have already been successfully applied for Vertex Cover [5, 11, 17, 38], Maximum Satisfiability [33, 36], and elsewhere [16]. The main technical contribution of our work is the development of a search tree of size $1.3999^{k_1+k_2}$ by making use of the bonus point system mentioned above, which requires numerous case distinctions based on combinatorial considerations that are very different from the classical Vertex Cover case.

The paper is organized as follows. In Section 2, we review some previous work and give more details about the practical applications behind CBVC. In Section 3, we give some basic definitions and results. The heart of the paper is Section 4, where we explain the basic parts and the overall structure of our algorithm. In Section 5, we present details of our algorithm. However, additional details needed to achieve the exponential base 1.3999 are deferred to a clearly marked appendix (parts A, B, and C). In Section 6, we draw some final conclusions and make suggestions for future research.

2 Previous Work

Kuo and Fuchs [28] provide a fundamental study of the spare allocation problem. Put concisely, this ‘most widely used approach to reconfigurable VLSI’ uses spare rows and columns to tolerate failures in rectangular arrays of identical computational elements, which may be as simple as memory cells or as complex as processor units (see [28] for details). If a faulty cell is detected, the entire row or column is replaced by a spare one. The underlying problem can be easily seen to be CBVC by identifying one vertex set of the bipartite graph with the rows, the other vertex set with the columns of the given ar-
ray, and each edge with a faulty cell. Kuo and Fuchs emphasize the practical relevance of the problem and the lack of efficient algorithms for it. Consider the following example of a reconfigurable array of size $7 \times 9$ with 2 spare rows and 3 spare columns in Fig. 1, where faulty cells are marked with a “?” for row 4. Together with its corresponding bipartite graph, where, e.g., an edge between 3 and 1 indicates the faulty cell in row 3 and column 1. Herein, we omit isolated vertices. Obviously, the array is repairable using one spare row (replacing row 4) and 3 spare columns (replacing columns 1, 4, 9). This corresponds to a solution of the CBVC problem with $k_1 = 1$ and $k_2 = 3$, as one can easily see. Typical examples in [28] are arrays with up to 1024 rows and 1024 columns (nowadays possibly even more) and with up to 20 additional spare rows and columns each time (cf. their Table 1), making this problem a natural candidate for a “fixed parameter approach” [3, 16, 17]. Kuo and Fuchs obtained the following results. First, they showed $NP$-completeness for CBVC by reducing Clique to it. Then they present two heuristic algorithms, first a branch-and-bound approach which always delivers optimal results, but is only “efficient for arrays with a moderate number of faulty cells” [28, page 29]. The second one is a polynomial time approximation algorithm. By way of contrast, our approach always delivers optimal results. Furthermore, its complexity basically depends on the number of available spare rows and columns.

It should be noted here that people developing algorithms for VLSI design actually discovered the FPT concept in the analysis of their algorithms, coming up with $O(2^{k_1+k_2}2^{k_1}2^{k_2}(k_1+k_2)|G|)$ algorithms in [31, 21]. They observed that “if $k_1$ and $k_2$ are small, for instance $O(\log(|G|))$, then this may be adequate.” [21, p. 157].

CBVC has important applications especially in the fabrication of high-end VLSI chips. With increasing integration in chip technology, a fault-free chip fabrication can no longer be assumed. So, fault-tolerance has to be taken
into consideration within the very fabrication process to obtain reasonable production yields [1, 10]. These ideas are already quite old, see [43] for an early treatment of the topic, but have continued to persist into the most recent developments in VLSI technology. Interestingly, the most challenging (parts of) high-end processors of today are the seemingly simplest of all possible VLSI chips, namely memories due to their rapidly expanding needs; moreover, e.g., they account for approximately 44% of transistors of the UltraSparc processor, so that they are used as technology and yield drivers [30, 49]. One common solution to increase yield in memory fabrication is to supply a few spare rows and columns to each memory array. These can be used in an internal (on-chip) or external reconfiguration phase (using lasers to “program” fuses) where faulty array rows or columns are replaced by spare ones, cf. the recent reports on DEC Alpha and UltraSparc processor manufacturing [7, 30, 49].

More work on the CBVC problem and related topics, mainly with respect to heuristic and average case aspects of the problem can be found in the papers [8, 9, 10, 13, 18, 20, 21, 22, 23, 25, 26, 27, 29, 31, 32, 44, 45, 46, 49].

3 Preliminaries

We assume familiarity with fundamentals from graph theory, algorithms, and complexity. It should be especially remembered that, given a graph in adjacency list representation, finding all components of the graph can be done in time linear to the representation size [34, Thm. IV.6.1], i.e., in time $O(n + m)$, where $n$ is the number of vertices and $m$ is the number of edges of the graph. A maximal matching in a bipartite graph is obtainable in time $O(\sqrt{mn})$ [34, Thm. IV.9.10] (for more sophisticated algorithms, see [4, 19]). We make use of the following notation for a graph $G = (V, E)$: Writing $G - X$ means that we delete vertex $X$ and all its incident edges from $G$. By $NX$ we denote the set of neighbors of $X$ in $G$. By $\delta X$ we denote the degree of vertex $X$, that is, $|NX|$. A graph is called $r$-regular if every vertex has degree $r$. If $X$ and $Y$ are vertices, then $XY$ denotes the undirected edge between $X$ and $Y$. In this paper, we only deal with bipartite graphs. For the ease of presentation, we treat them as two-colored (black and white) graphs with each vertex having a color opposite to all its neighbors.

Our algorithm works recursively. The number of recursions is the number of nodes in the corresponding search tree. This number is governed by homogeneous, linear recurrences with constant coefficients (cf. [24, 38]). If the algorithm solves a problem of size $k$ and calls itself recursively for problems of sizes $k - d_1, \ldots, k - d_i$, then $(d_1, \ldots, d_i)$ is called the branching vector of
this recursion. It corresponds to the recurrence

\[ t_k = t_{k-d_1} + \cdots + t_{k-d_i}. \]  

(1)

The characteristic polynomial of this recurrence is

\[ z^d = z^{d-d_1} + \cdots + z^{d-d_i}, \]  

(2)

where \( d = \max\{d_1, \ldots, d_i\} \). If \( \alpha \) is a root of (2) with maximum absolute value, then \( t_k \) is \( \alpha^k \) up to a polynomial factor. We call \( |\alpha| \) the branching number which corresponds to the branching vector \( (d_1, \ldots, d_i) \). Moreover, if \( \alpha \) is a single root, then even \( t_k = O(\alpha^k) \) and since we are only interested in estimating \( \alpha \), we can assume that branching numbers that occur in this paper are single roots. In this paper, the size of the search tree is therefore \( O(\alpha^k) \), where \( k := k_1 + k_2 \) is the parameter and \( \alpha \) is the biggest branching number that will occur; it is about 1.3999 and belongs to the branching vector \( (8, 9, 8, 10, 10, 11, 10, 10, 11, 10, 10, 12, 12, 11, 9, 10, 9, 10, 12, 11, 7, 9, 8, 9, 10, 9) \).

4 The algorithm—overview

Our algorithm works in basically the same way as the fixed parameter algorithms for Vertex Cover do [5, 17, 38]. The main part is to build a bounded search tree: To cover an edge, we have to put at least one of its two endpoints into the (optimal) vertex cover sets. Thus, starting with an arbitrary edge, we can make a binary decision between its two endpoints. In each subcase, we delete the corresponding vertex chosen and its incident edges and repeat this until we have built a search tree of size \( 2^{k_1+k_2} \). As a consequence, it is easy to see that this leads to an algorithm running in time \( O(2^{k_1+k_2}(n+m)) \), where \( n \) denotes the number of vertices and \( m \) the number of edges in the graph. All results (including ours) to get more efficient algorithms are based on efforts to shrink the search tree size. A special ingredient, however, of our algorithm is the use of bonus points to reduce the search tree size, i.e., we measure the expected parameter reduction for certain graph components which are analyzed in detail later with a polynomial-time algorithm. How this is done exactly, can be best clarified by the detailed description of the algorithm shown below.

The algorithm as a whole consists of three pieces:

1. A reduction to problem kernel;
2. a search tree processing;
3. a special treatment of graphs with maximum degree two and some larger graphs.

Only the second part of the algorithm is exponential.

As is usually the case, we achieve a reduction of the search tree size by distinguishing between the degree of graph vertices. Since for CBVC we have to minimize with respect to two parameters, this gets significantly harder than in the classical Vertex Cover case. For instance, in the classical instance, taking the neighbor of a degree-1-vertex will always lead to an optimal vertex cover. Thus, a branching in the search tree is avoided. However, this is no longer possible in the CBVC case, because the neighbor belongs to the second vertex set in the bipartite graph and we have to minimize with respect to two vertex cover set sizes. In particular, the size of a minimal solution for CBVC is no longer uniquely determined, because the signature $s := (|C_1|, |C_2|)$ of a vertex cover $C_1$ and $C_2$ is a vector of numbers instead of simply a number. Our algorithm provides, however, for each minimal $s$ a corresponding minimal solution.

4.1 Reduction to problem kernel

Before we give an overview of our algorithm, we still have to briefly explain a technique called reduction to problem kernel [15, 16], which is a kind of preprocessing. This step is based on a simple observation already used by Kuo and Fuchs [28], which led to the “must-repair-analysis” pre-phase in their algorithms. Let $G = (V_1, V_2, E)$ be our given bipartite graph and $k_1$ and $k_2$ be the constraints. Clearly, if a vertex in $V_1$ has a greater degree than $k_2$, then it has to be part of the vertex cover and, analogously, if a vertex in $V_2$ has a greater degree than $k_1$, then it also has to be part of the vertex cover. In this way, deleting all the “high-degree-vertices” together with their incident edges, we can infer that after reduction to problem kernel the size of the graph is at most $2k_1k_2$. By assuming appropriate input data structures, reduction to problem kernel can be implemented to run in time $O((k_1 + k_2)n)$, where $n = |V_1 \cup V_2|$ is the number of vertices in $G$. Combining this reduction to problem kernel with the trivial search tree of size $2^{k_1+k_2}$, we would end up with a time $O(2^{k_1+k_2}k_1k_2 + (k_1 + k_2)n)$ algorithm [31, 21]. In the rest of the paper, we describe how to shrink the search tree size from $2^{k_1+k_2}$ to $1.3999^{k_1+k_2}$, a key issue in the development of efficient fixed parameter algorithms [3, 16].
4.2 Graphs with maximum degree two

Before we describe the overall structure of our search tree algorithm, let us briefly deal with an easy special case, namely graphs with maximum degree two. Clearly, we can deal with each connected component separately. So, let us assume that the graph is connected. If the maximum vertex degree of a graph is at most two, then CBVC is easy to solve: We know that, in this case, the graph is either a cycle or a path. In both cases, however, it is fairly easy to compute the linear number of possible minimal vertex covers in linear time. We omit the lesser details. In addition, as previously mentioned, here we have to take into consideration that our given graph may be split into several connected components. Since the various components are “independent” of each other, we can simply combine them using component-wise addition and then again looking for the minimal values. Consequently, by using simple data structures, this can be done in $O((k_1 + k_2)^2)$ time, because $1 + \min(k_1, k_2)$ is an upper bound for the number of signatures belonging to a component. Furthermore, we can assume that there are at most $k_1 + k_2$ components, since otherwise the graph is not coverable and we know that each output of merging two minimal vertex covers always is bounded by $O(k_1 + k_2)$. As a result of this, we have $(k_1 + k_2)$ merge steps each of time complexity $O((k_1 + k_2)^2)$. Summarized, this gives:

**Proposition 4.1** For bipartite graphs with a maximum vertex degree of 2, CBVC can be solved in time $O((k_1 + k_2)^3)$.

Because of Proposition 4.1, in the following description of the basic structure of our search tree algorithm we may concentrate on graphs with a maximum degree of at least three.

In fact, there are certain (but only constantly many) graphs containing degree-3-vertices which are left over for the third, polynomial-time part of the whole algorithm by the search-tree part of the algorithm. Those cases will be treated in the first part of the Appendix.

4.3 Overall structure of the search tree algorithm

The rest of the paper proves the following theorem:

**Theorem 4.2** CBVC can be solved in running time

$$O(1.3999^{k_1+k_2} + (k_1 + k_2)n)$$

and polynomial space.
Our algorithm recursively finds optimal vertex covers as follows. Given a bipartite graph \( G \), we choose several subgraphs \( G_1, \ldots, G_i \) and compute optimal vertex covers for all of them. From these covers we can construct an optimal vertex cover for \( G \). For example, let \( X \) be some vertex of \( G \) and let \( G_1 \) be the subgraph that results from \( G \) by deleting \( X \) and all its incident edges. A vertex cover of \( G_1 \), together with \( X \), then is a vertex cover of \( G \). Moreover, if there are optimal vertex covers for \( G \) that contain \( X \), then we can construct optimal vertex covers from an optimal vertex cover of \( G_1 \). Otherwise, if no optimal vertex cover of \( G \) contains \( X \), they must contain all neighbors of \( X \). Hence, let \( G_2 \) be the graph that results from \( G \) by deleting all neighbors of \( X \). Again, we can construct a vertex cover of \( G \) by taking vertex covers of \( G_2 \) and adding all neighbors of \( X \). If we start from optimal vertex covers for \( G_1 \) and \( G_2 \), then at least one of the resulting covers for \( G \) must be optimal, since either \( X \) or its neighbors must be part of any vertex cover. In principle, this is how our algorithm works. We do however select the subgraphs \( G_1, \ldots, G_i \) in a more complex manner and branch according to much more complicated sets. The rules how to select those branching sets are as follows. W.l.o.g. we assume that the graph is connected. We distinguish between eight main cases (M1–M8), some of them requiring further subcases. More details on these appear in Section 5 and the Appendix. It is of central importance for the correctness of our algorithm to execute the various steps in the given order—that is, we always choose an applicable step with minimal number:

**M1.** If there is a vertex \( X \) with degree at least 4, then branch according to \( X \) and \( NX \).
Branching vector and branching number: \((1, 4)\) and \(1.3803\).

**M2.** If the graph is 3-regular, then pick any vertex \( X \) and branch according to \( X \) and \( NX \). (This step has to be applied once at most and thus does not influence the algorithm’s asymptotic complexity. Similarly, if \( G \) contains only a small constant number of vertices of degree three, such a branching does not affect the overall time analysis.)

**M3.** Deal with tails of size at least two.
Branching vector and branching number: \((2, 3)\) and \(1.3248\).

**M4.** Deal with 4-cycles.\(^1\)
Branching vector and branching number: \((2, 2)\) and \(1.4143\). Improved

\(^1\)In the main part of the paper, we only give the result obtained from a very simple analysis. A refined one is deferred to the Appendix and yields the improved branching vector.
values (see Appendix): \((6, 7, 7, 7, 9, 9, 9, 8, 8, 10, 10, 10, 10, 12)\) and \(1.3996\).

**M5.** Deal with chains of length at least three.
Branching vector and branching number: \((3, 4, 3)\) and \(1.3954\).

**M6.** Deal with degree-3-vertices with three neighbors of degree 2.
Branching vector and branching number: \((4, 6, 7, 3)\) and \(1.3954\).

**M7.** Deal with degree-3-vertices with two neighbors of degree 2.
Branching vector and branching number: \((6, 7, 4, 2)\) and \(1.3993\).

**M8.** Deal with degree-3-vertices with one neighbor of degree 2.
Branching vector and branching number:
\[(8, 9, 8, 10, 11, 10, 10, 10, 10, 12, 11, 9, 10, 9, 10, 12, 11, 7, 9, 8, 9, 10, 9)\]
and \(1.3999\).

The above steps can be easily shown to provide a complete case distinction handling all cases that may occur.\(^2\) More specifically, from this point of view, steps M3–M5 would even be superfluous—they are, however, necessary in order to get a small search tree size by handling “nice special cases” in advance. The harder cases shown above are M4, M6, M7, and M8. The worst case branching vector occurs in M8 and implies a search tree size \(1.3999^{k_1+k_2}\).

In total, we obtain a CBVC algorithm running in time
\[
O(1.3999^{k_1+k_2}k_1k_2 + (k_1 + k_2)n + (k_1 + k_2)^3).
\]

This can be improved to \(O(1.3999^{k_1+k_2} + (k_1 + k_2)n)\) by simple asymptotic arguments. However, the factor \(k_1k_2\) above can be removed by means other than omission through “asymptotic tricks,” such as refined complexity analysis, resulting in a slightly modified algorithm: repeated applications of the reduction to the problem kernel during the search tree processing are recommended by this sort of analysis, see [37].

In the rest of the paper, we provide the missing details for cases M3–M8. Such detailed study relies on the scrutinized analysis of 4-cycles and 6-cycles, so that the complete succession of cases is more complicated and given in Table 1. We will defer the concise description of the 4-cycle \((C4x)\) and 6-cycle \((C6x)\) cases to the Appendix.

Table 1 summarizes the complete case sequence and the corresponding (worst case) recursion bases. Observe that M4 has been replaced by the

---

\(^2\)We will see in the following that degree-3-vertices with (at least) one degree-1-neighbor can be treated as if they were degree-2-vertices, so that we do not have to consider them in this main case distinction.
<table>
<thead>
<tr>
<th>Case</th>
<th>Branching vector</th>
<th>Branching number</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>(1, 4)</td>
<td>1.3803</td>
</tr>
<tr>
<td>M2</td>
<td>(Can be ignored)</td>
<td></td>
</tr>
<tr>
<td>M3</td>
<td>(2, 3)</td>
<td>1.3248</td>
</tr>
<tr>
<td>C41</td>
<td>(2, 3)</td>
<td>1.3248</td>
</tr>
<tr>
<td>C42</td>
<td>(2, 3)</td>
<td>1.3248</td>
</tr>
<tr>
<td>C43</td>
<td>(3, 4, 3)</td>
<td>1.3954</td>
</tr>
<tr>
<td>C44</td>
<td>(3, 4, 3)</td>
<td>1.3954</td>
</tr>
<tr>
<td>M5</td>
<td>(3, 4, 3)</td>
<td>1.3954</td>
</tr>
<tr>
<td>C61</td>
<td>(5, 6, 3)</td>
<td>1.2786</td>
</tr>
<tr>
<td>C45</td>
<td>(4, 6, 6, 7, 3)</td>
<td>1.3954</td>
</tr>
<tr>
<td>C46</td>
<td>(2, 4, 6)</td>
<td>1.3563</td>
</tr>
<tr>
<td>C47</td>
<td>(6, 7, 4, 2)</td>
<td>1.3993</td>
</tr>
<tr>
<td>C48</td>
<td>(2, 4, 5)</td>
<td>1.3803</td>
</tr>
<tr>
<td>C49</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>times</td>
<td>6 7 9 8 10 12</td>
</tr>
<tr>
<td></td>
<td>number</td>
<td>1 4 4 2 4 1</td>
</tr>
<tr>
<td>M6</td>
<td>(4, 6, 6, 7, 3)</td>
<td>1.3954</td>
</tr>
<tr>
<td>M7</td>
<td>(4, 6, 6, 7, 3)</td>
<td>1.3954</td>
</tr>
<tr>
<td>C62</td>
<td>(6, 7, 4, 2)</td>
<td>1.3993</td>
</tr>
<tr>
<td>M8a</td>
<td>(7, 9, 8, 6, 4, 3)</td>
<td>1.3906</td>
</tr>
<tr>
<td>C63</td>
<td>(6, 7, 6, 9, 6, 8, 3)</td>
<td>1.3930</td>
</tr>
<tr>
<td>C64</td>
<td>(6, 7, 7, 9, 6, 8, 3)</td>
<td>1.3829</td>
</tr>
<tr>
<td>M8b</td>
<td>see Table 6</td>
<td>1.3976</td>
</tr>
<tr>
<td>C65</td>
<td>(5, 7, 5, 6, 7, 6, 8, 9, 9)</td>
<td>1.3982</td>
</tr>
<tr>
<td>C66</td>
<td>see Table 23</td>
<td>1.3999</td>
</tr>
</tbody>
</table>

Table 1: The sequence of cases with their branching vectors and branching numbers. For C49 the vector has 16 entries.

sequence of cases C41 - C49, and those cases are “interrupted” by the chain case M5. The worst case appears in case C66, but observe that lots of cases do not differ greatly from that branching number, leading us to believe that it would be hard to get close to an overall branching number of 1.3803 (the simple branching of case M1).

5 Details of the algorithm

Next, we present details of the main algorithm shown above. To this end, we introduce a counter $k$ which will be initialized to $k_1 + k_2$, i.e., the sum
of the two input parameters bounding the size of the vertex cover. Each recursive call of the main procedure will decrement \( k \) in some way, so that \( k \) obviously bounds the depth of the search tree. Most conveniently, \( k \) is considered to be a parameter of the main algorithm, which can be called \( m(G, k) \). Observe that due to the reduction to the problem kernel, \( G \) has \( O(k^2) \) vertices and \( O(k^2) \) edges. Since the main procedure works depth-first, the space requirement of the algorithm is only polynomial.

Because of steps M1 and M2 (cf. Section 4), in the following we can assume w.l.o.g. that the maximum vertex degree in the graph is three and the graph is not 3-regular.

### 5.1 Case M3: tails.

<table>
<thead>
<tr>
<th>Picture</th>
<th>Branching</th>
</tr>
</thead>
</table>
| ![Diagram](image.png) | \( \begin{array}{ccc} A & N A & 1 \ 2 \ 3 \ 1.3248 \\
| AC & 0 \ 2 \ 1.4143 |

Table 2: Cases M3 and M4

A tail consists of a degree-3-vertex \( A \), followed by a (possibly empty) sequence of degree-two-vertices, ended by a degree-1-vertex. If \( A \) is neighbor of a degree-1-vertex (i.e., we have a micro-tail), we regard \( A \) as if it had degree two in the following analysis. Otherwise, a typical situation is depicted in Table 2, where dashed edges and grey vertices are optional. Here, we encounter the main trick in our time analysis for the first time: we have seen that we can cope very easily with a graph having vertices of a degree at most two (Proposition 4.1). Therefore, if we take vertex \( A \) in the upper picture of Table 2, we create a non-empty path component starting at the degree-2-vertex \( B \); in order to cover that component, we need at least one vertex from it in the cover. Although we do not know which vertex (black or
white) to take into the cover, we can safely bound the search tree by calling $m(G-A, k-2)$ and $m(G-NA, k-3)$. In other words, the exact analysis of the path component starting at vertex $A$ is deferred to the third polynomial-time phase of the algorithm which mainly deals with all remaining degree-two components as a whole, see Section 4.2. This is the first time that this kind of bonus point system has been used and it will be employed frequently in the following. Observe that we could have collected even more bonus points by taking the length of the split-off path component into consideration, too, and such considerations are highly recommended for implementations of our algorithm. However, as we are only interested in worst-case analysis here, we can only count on one bonus point.

Note that in Table 2, the column labeled “Branching” contains the information necessary to understand the branching analysis. The first subcolumn lists the conditions under which the analysis is valid. Then, the vertices taken in that branch are listed; here, first $A$ and then (in the second row) its neighbors. The third subcolumn lists how many vertices will be needed at least for the cover in the final (after the complete search tree has been constructed) polynomial time analysis of degree-2-vertices, i.e., here we count the bonus points. The fourth subcolumn gives the values which can be subtracted from the parameter $k$ in the corresponding recursive call of the main procedure. Finally, the fifth subcolumn gives an upper estimate for the base of the search tree size derived from this case, implying search tree size $1.3248^k$.

5.2 Case M4: 4-cycles (simple analysis).
Consider the corresponding picture from Table 2. Why is the given case distinction complete? Assume two neighboring vertices, say $A$ and $B$, are contained in the cover. Then, in order to cover the edge between $C$ and $D$, either $C$ or $D$ have to be in the cover, too. Therefore, either case $AC$ or case $BD$ treats a sub-cover of the proposed case, and we do not exclude to take vertices other than $AC$ or $BD$, resp., into the cover. A much more detailed analysis of 4-cycles, given in the Appendix, allows for a branching vector $(6, 7, 7, 7, 9, 9, 9, 9, 8, 8, 10, 10, 10, 10, 12)$ and branching number 1.3996.

5.3 Case M5: chains of length at least 3.
If two (not necessarily different) degree-3-vertices $A$ and $B$ are connected via a path of length $\ell$ on which all vertices (besides $A$ and $B$) have degree two, we can say that $A$ and $B$ are connected by a chain of length $\ell$. Chains of length 3 and 4 are considered in Table 3 (M5a and M5b).
Table 3: Cases M5a and M5b

Should A and B be connected by a longer chain, the following branch analysis will occur:

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(\delta B = 3)</td>
<td>(AB)</td>
<td>2 3</td>
</tr>
<tr>
<td>(\delta A = 3)</td>
<td>(ANB)</td>
<td>1 4</td>
</tr>
</tbody>
</table>

In that analysis, we even assumed that \(A = B\) or \(A \notin NB\) might occur.

So, we can assume from now on that two degree-3-vertices are connected by a chain of length at most two. Bearing this in mind, we start analyzing the possible situations in the neighborhood of a degree-3-vertex with at least one degree-2-neighbor.

### 5.4 Case M6: one degree-3-vertex with three degree-2-neighbors.

In Table 4, the general situation is depicted in the first picture. We can assume \(\delta A = \delta B = \delta C = 3\), since otherwise there is either a tail (M3) or a chain (M5).
Table 4: Cases M6 and M7

| $|NB \cap NC| = 2$ | see M4 |
|------------------|--------|
| $\delta C = 3$   | $ABC$  | 1  |
| $\delta B = 3$   | $ABNC$ | 1  |
| $|NB \cap NC| < 2$ | $ANBC$ | 1  |
| $\delta A = 3$   | $NA$   | 0  |

1.3954

| $|NB \cap NC| = 2$ | see M4 |
|------------------|--------|
| $A \in NB \cup NC$ | see M4 |
| $\delta C = 3$   | $ABC$  | 1  |
| $\delta B = 3$   | $ABNC$ | 1  |
| $NB \cap NC = \emptyset$ | $ANBC$ | 1  |
| $\delta A = 3$   | $NA$   | 0  |

1.3954

| $|NB \cap NC| = 1$ | see App., C62 |

1.3993

5.5 Case M7: one degree-3-vertex with two degree-2-neighbors.

Of course, since micro-tails at degree-3-vertices are like degree-2-vertices, the degree-3-vertex in question has one degree-3-neighbor called $A$. We refer to the second picture in Table 4. As to the case $|NB \cap NC| = 1$, we refer to the Appendix (Case C62) and just mention here that a worst case branching vector $(6, 7, 4, 2)$ with branching number 1.3993 is attainable.

5.6 Case M8: one degree-3-vertex with one degree-2-neighbor.

Consider the picture in Table 5. Each of both neighbors $X, Z$ of the degree-2-vertex $Y$ has two degree-3-neighbors ($A, B$ resp. $C, D$), otherwise we are in case M6 or M7. 4-cycle-subgraphs have been treated in case M4, so that we can assume that $A, B, C$ and $D$ are pairwise different, and that $NA \cap NB = \emptyset$ and $NC \cap ND = \emptyset$.

Now, we can distinguish cases making assumptions on the degree of $A_1$. 
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Table 5: Case M8a: \( \delta A_1 = 2 \)

If \( \delta A_1 = 1 \), we can refer to case M7, since \( X \) has “almost” two degree-2-neighbors, due to the fact that there is a micro-tail at \( A \).

**Case M8a:** \( \delta A_1 = 2 \). Here, we can assume that \( A_1' \) has degree three, since otherwise \( A \) would have two degree-2-neighbors (M7). Further, we can assume \( \delta A_2 = 3 \), since otherwise there would be either a tail or a chain starting at \( A \) (M3 or M5). Finally, if \( A_1' \in NA_2 \) or \( B = A_2 \) or \( B \in NA_1' \), then we have a 4-cycle-substructure, see M4. Two special cases occur: If \( C = A_2 \) or \( D = A_2 \), then we have a cycle with two degree-2-vertices. If \( C \in NA_1' \) or \( D \in NA_1' \), then we have a 6-cycle with one degree-2-vertex. We defer the proofs to the Appendix (cases C63 and C64) and wish only to mention that branching vectors \((6, 7, 6, 9, 6, 8, 3)\) (branching number 1.3930) and \((6, 7, 7, 9, 6, 8, 3)\) (branching number 1.3829) can be achieved. In the main case dealt with in the picture, we can hence assume \( \{C, D\} \cap (NA_1' \cup NA_1) = \emptyset \). These assumptions are only in part repeated in Table 5.

**Case M8b:** \( \delta A_1 = 3 \). In fact, through symmetry, we can now assume that all neighbors of \( A, B, C, \) and \( D \) have degree three. The corresponding picture is given in Table 6. Since we can again assume that a 4-cycle is not a subgraph of our structure, each of the vertex sets \( \{A, B, C, D\}, \{A_1,A_1',B_1,B_1'\}, \{C_1,C_1',D_1,D_1'\} \) contains four elements. The special case \( \{A_1,A_1',B_1,B_1'\} \cap \{C_1,C_1',D_1,D_1'\} \neq \emptyset \) (C65 in the Appendix) yields as branching vector \((5, 7, 5, 6, 7, 6, 8, 9, 9)\) (branching number 1.3982) and the special case \( (NA_1 \cup NA_1') \cap (NB_1 \cup NB_1') \neq \emptyset \) (C66 in the Appendix) yields as branching vector

\[(8, 9, 8, 10, 11, 10, 10, 11, 10, 11, 12, 11, 9, 10, 9, 10, 12, 11, 7, 9, 8, 9, 10, 9)\]

(branching number 1.3999). These assumptions are not repeated in Table 6. (Horizontal lines in the branching list should help to structure that branching;


Table 6: Case M8b: $\delta A_1 = 3$

you do not separate different branching lists.)

## 6 Conclusion

We have presented a nontrivial upper bound for CBVC, namely an algorithm running in time $O(1.3999^{k_1+k_2} + (k_1 + k_2)n)$. Since it is exponential only in the (usually small) parameters $k_1$ and $k_2$, it is of high practical interest.
and contributes to the list of “efficient” fixed parameter algorithms [3]. A first, still unsophisticated version of our algorithm has been implemented and delivers promising results. As to future work, however, a competitive implementation of our algorithm still remains to be achieved.

Let us point to three further things which are important for such a competitive implementation:

1. In the literature, various heuristics to prune the search tree at an early stage are presented (see the literature list at the end of Section 2). As a rule, however, these methods only cause average case improvements. The worst case remains unchanged.

2. Shi and Fuchs presented in [44] a polynomial-time algorithm for CBVC when the graph is a tree and gave results from the theory of random graphs indicating that tree components are very frequent. This can also be a starting point for the average-case analysis of such algorithmic types.

3. It is possible that horizontal and vertical movements of the repair laser are not equally fast, see [13]. Looking for the quickest repair solution corresponds to solving a restricted weighted version of CBVC. Since our algorithm yields all minimal signatures (and one solution per signature), a cover of minimal weight can easily be deduced from these signatures.

Another criterion for a “good repair” may be to leave approximately as much spare rows as spare columns in order to simplify another later repair phase; again, such a solution can be deduced from the signatures.

For technological reasons, a memory board can be split into several regions each of which may have individual and/or common (shared) spare rows or columns with respect to other regions (for details, see [22, 29]). Trying to repair each such region independently and combining the signatures in an obvious manner leads to quite efficient reconfiguration algorithms, since the total number of spare rows and columns is not influencing the repair process as severely as in our seemingly special mode: only part of the spare rows and columns are available for each region, thus we each time have to deal with smaller parameter values each time, yielding smaller exponential factors.

Moreover, our approach can also be used when we drop the assumption that the spare rows and columns are always fault-free, see [25, 27].

Finally, there is a variant of CBVC with three instead of two parameters, motivated by reconfigurable programmable logic arrays [23]. This problem deserves investigation similar to that undertaken for CBVC.
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Appendix A: Some special graphs with degree-3-vertices

Unfortunately, the search tree algorithm presented above does not leave only graphs—or maybe better components—with maximum degree two for the subsequent polynomial-time algorithm, but also some graphs with degree-3-vertices. As long as there is only a constant number of such exceptions, this is of course no problem. We will argue here that this is the case in our algorithm. As the reader may verify by closely analyzing the search-tree part of our algorithm, the only critical thing are path- or cycle-like subgraphs, where at least one of the vertices, which are “usually” of degree two, has three neighbors but one of them has degree one.

The shortest possible path of interest is depicted in Fig. 2.

![Figure 2: Case M5a with micro-tails](image)

Taking into consideration the branch analysis which is given for case M5a (the case M4 works in analogy), where we branched according to the three cases $AB$, $ANB$, $NA$, one sees that only two components with maximum degree two remain for the polynomial-time part (namely in the first two cases $AB$ and $ANB$).

Consider now a “path” of length four, cf. Fig. 3: namely, if, e.g., in Fig. 3 $A'$ had degree 3, then it would be possible to consider the (shorter)
path between $A'$ and $B$ instead of the path between $A$ and $B$, hence leading to case M5a above. Therefore, the most critical case is the one depicted in Fig. 3.

In case of a “path” of length greater than four, any degree-3-vertex with one degree-1-neighbor on that “path” would imply the existence of a shorter path, so that we can assume without loss of generality that “paths” of length greater than four do not contain degree-3-vertices.

![Figure 3: Case M5b with micro-tail](image)

Similarly, looking at the branch analysis of case M5b, only one star-component remains for the polynomial-time section.

In conclusion, only a finite number of graph components containing degree-3-vertices actually remain for the polynomial-time section of the algorithm. We have refrained from listing all those cases in detail here. Of course, we can assume to know all minimal solutions and the corresponding signatures of those constantly many exception graphs, so that we can combine them to obtain the solutions for the whole graph as described above.

Appendix B: A detailed analysis of 4-cycles

4-Cycles in detail I: The easy cases

As a special case, let us first treat the case C41 of two 4-cycles combined as depicted in Table 7. Similar to M4, we experience the branching given in Table 7: In short, assume that both $A$ and $B$ are in the cover of that subgraph. Then, in order to cover edge $DC$, either $D$ or $C$ must be in the cover. If $C$ is in the cover, then the subcase $\{A, C\}$ from Table 7 will deal with it. If $D$ is in the cover, then either $A_1$ or $C$ is in the cover (for edge $A_1C$). Both cases are handled by either the subcase $\{A_1, B, D\}$ or the subcase $\{A, C\}$ given in Table 7.
Table 7: C41: A double 4-cycle

Table 8: C42: A 4-cycle with three degree-2-vertices

Since graph components with maximum degree two will be treated by the polynomial algorithm section following the search tree algorithm, this case is of no interest here.

If there are three degree-2-vertices (Case C42), the easy branch given in Table 8 develops.

If there are two degree-2-vertices, we have to investigate the cases according to whether those two vertices are neighbors or not (Cases C43 resp. C44, cf. Table 9). Remember that we can always presume $\delta B_1 > 1$ (in C43), $\delta C_1 > 1$ (in C44) and, if necessary in C44, $\delta C_2 > 1$ by the (micro-)tail-argument, referring then to cases M3 and C42.

Observe that only cases C42 and C43 have actually been used for the chain analysis in M5 of the main part of the algorithm, so that we can in future assume that chains are not contained in the sub-pictures under consideration. In other words, in the following we can always assume that every degree-2-vertex we consider has two degree-3-neighbors.

**Case C61: A very special 6-cycle**

Consider the figure given in Table 10. Although the depicted figure is obviously a 6-cycle, it should be clear that it becomes a combination of two
Table 9: 4-Cycles with two degree-2-vertices

4-cycles by inserting the optional edge $BE$; this special case will be of importance in the subsequent analysis of 4-cycles.

As a result of the chain and tail argument, $\delta A_2 = 3$ could be assumed if $\delta A_1 = 2$, and similar $\delta C_2 = 3$ if $\delta C_1 = 2$. For reasons that will later become clear, we will use only the assumption that $\delta A_2 \geq 2$ in case $\delta A_1 = 2$, and similarly $\delta C_2 \geq 2$ if $\delta C_1 = 2$.

The branching is done using several subcases in order to get particularly good branching vectors. Additional explanatory remarks on the case distinctions given in Table 10 are as follows. First, we distinguish the case whether $\delta C = 2$ or $\delta C = 3$. In case $\delta C = 2$, we can assume that $\delta A = 3$; were it otherwise we would have a small graph component which we could afford to treat separately in the final polynomial-time algorithm. Observe that the case $\delta A = 2$ is analogous to the one discussed above.

We can as a result assume that both $A$ and $C$ are degree-3-vertices. We call the neighbors of $A$ and $C$ which are not part of the 6-cycle under
consideration $A_1$ and $C_1$, respectively. The special case $A_1 = C_1$ is quite easy, since $A_1 = C_1$ is the only possible contact to the rest of the graph. Trivially, $\delta A_1 \geq 2$, since $A$ and $C$ are then two different neighbors of $A_1 = C_1$. A similar argument applies in case $\delta A_1 = 1$ or $\delta C_1 = 1$ (and, a fortiori, in case $\delta A_1 = 2$ and $\delta A_2 = 1$, or $\delta C_1 = 2$ and $\delta C_2 = 1$); further details have been omitted here.

In case $A_1 \neq C_1$, we distinguish the following cases. First, it may be that $A_1$ and $C_1$ are of degree three. Secondly, we consider $\delta A_1 = 3$, $\delta C_1 = 2$. (Obviously, the case $\delta A_1 = 2$, $\delta C_1 = 3$ is symmetric and hence omitted.) For the second line of this case in Table 10 we have to argue that $A_1 NC_2$ yields at least three vertices. If $\delta C_2 = 3$, this is trivial. If $\delta C_2 = 2$, we can assume $A_1 \not\in NC_2$, since otherwise we would have a small component. In subcase $\delta C_2 = 3$, trivially three vertices are deleted in the mentioned second line. In conclusion, the case analysis of Table 10 is valid. Thirdly, consider $\delta A_1 = \delta C_1 = 2$. The case $A_2 = C_2$ is again an easy one. In case $A_2 \neq C_2$, we can assume $\delta A_2, \delta C_2 \geq 2$ by our remarks above. This concludes our case analysis.

Due to the development of especially good branching vectors, we are now
<table>
<thead>
<tr>
<th>Conditions</th>
<th>Branching vector</th>
<th>Basis</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta C = 2, \delta A = 3$</td>
<td>$(4, 5, 2)$</td>
<td>1.3803</td>
</tr>
<tr>
<td>$\delta C = 3, A_1 = C_1$</td>
<td>$(5, 5, 2)$</td>
<td>1.3479</td>
</tr>
<tr>
<td>$\delta C = 3, \delta A_1 = 3, \delta C_1 = 3, A_1 \neq C_1$</td>
<td>$(6, 7, 4, 2)$</td>
<td>1.3993</td>
</tr>
<tr>
<td>$\delta C = 3, \delta A_1 = 3, \delta C_1 = 2, A_1 \neq C_1$</td>
<td>$(6, 7, 4, 2)$</td>
<td>1.3993</td>
</tr>
<tr>
<td>$\delta C = 3, \delta A_1 = 2, \delta C_1 = 2, A_2 = C_2$</td>
<td>$(5, 6, 2)$</td>
<td>1.3248</td>
</tr>
<tr>
<td>$\delta C = 3, \delta A_1 = 2, \delta C_1 = 2, A_2 \neq C_2$</td>
<td>$(6, 7, 7, 7, 2)$</td>
<td>1.3750</td>
</tr>
</tbody>
</table>

Table 11: C61: A very special 6-cycle plus a vertex $X$

capable of dealing with the following scenario. Assume that we do not yet have a C61 situation, but we could generate one by removing one other vertex $X$ (which may be linked to vertices $B$, $D$, $E$ or $F$). By trivial branching on $X$ and $NX$, in the first case we now get a C61 situation and can do the analysis given in Table 10. Clearly, we may assume $\delta X \geq 2$. Of course, we must analyze the branching situation generated in this manner. This is done in Table 11. The case distinctions shown there are listed in the same order as in Table 10. The branching vectors given in Table 11 are obtained from the ones from Table 10 by adding 1 component-wise (namely, in case we take $X$) and appending one component 2 (for $NX$).

Observe that in the analysis in Table 10, in order to avoid unnecessary case distinctions when creating Table 11, we only assumed $\delta A_2 \geq 2$ in case $\delta A_1 = 2$ and $\delta C_2 \geq 2$ in case $\delta C_1 = 2$, as deleting $X$ may create such a long chain or tail. Observe that if $X$ equals $A_1$, $A_2$, $C_1$ or $C_2$, deleting $X$ can only improve the analysis.

We will refer to this as the C61-trick in the following. We will always give the vertex we use as $X$ and the 6-cycle (where the order of vertices would be $ABCDEF$ in the standard picture, i.e., the only vertices possibly having degree three are $A$ and $C$ which are mentioned in the first and third place in that sequence).

4-Cycles in detail II: C45, a 4-cycle which contains only one degree-2-vertex

Should a 4-cycle have one degree-2-vertex (w.l.o.g. at $D$), we distinguish three main cases:

\textbf{C45:} $|NA_1 \cap NC_1| = 0$;

\textbf{C46:} $|NA_1 \cap NC_1| = 2$;
Table 12: C45, a 4-cycle with one degree-2-vertex

**C47:** \(|NA_1 \cap NC_1| = 1.\)

The corresponding pictures can be seen in Tables 12, 13 and 14. The sequence chosen has algorithmic reasons; C47 is the most involved case.

The analysis given in Table 12 for the general case without interfering vertices should be quite clear. Observe that \(\delta A_1, \delta C_1 > 1\) can be assumed by the (micro-)tail argument, possibly referring to the analysis of cases C42 or C43. We can distinguish between two basic subcases in Table 12, namely (1) \(\delta C_1 = \delta A_1 = 3\) and (2) \(\delta C_1 = 2\), as the case \(\delta A_1 = 2\) is symmetric to (2). Since we can assume that long paths and tails are not present, we can infer that \(\delta C_2 = 3\) in subcase (2). Moreover, observe that \(\{B, D\} \cap NC_2 \neq \emptyset\) would lead to case C61, so that, in the last line of the analysis of subcase (2), \(BDC_2\) are actually 5 different vertices.

Since we would also like later to refer to the two cases C46 and C47, we sketched an optional edge at node \(D\) in Tables 13, 14. In this instance, of course, \(\delta D = 2\) can be assumed.

In cases C46 and C47 (Tables 13, 14), we often employ the rather trivial 4-cycle-branch with branching vector \((2, 2)\) as explained in the rough analysis of M4 above. This branch does not assume that \(D\) has degree two, so that this is the case where we can re-use the present analysis later on.

Observe that due to the assumption \(|NA_1 \cap NC_1| = 2\), in case C46 we can assume \(\delta A_1 = \delta C_1 = 3.\)

We will now explain the cases of C47 in more detail. Since we have assumed that \(|NA_1 \cap NC_1| = 1\), we know that \(\delta A_1, \delta C_1 > 1.\)

Let us first discuss what might happen if \(\delta A_1 = 2\). (The case \(\delta C_1 = 2\) is again symmetric.) Now, if \(\delta A_2 = 2\), then we have a chain between \(A\) and \(C_1\)
Table 13: C46, a special case of the picture given in Table 12

Table 14: C47, a special case of the picture given in Table 12

or C (depending on whether $\delta C_1 = 3$ or $\delta C_1 = 2$, respectively), a case which has already been covered by case M5. So, we can assume $\delta A_2 = 3$ whenever $\delta A_1 = 2$. Then, if $B \in NA_2$ (or symmetrically if $D \in NA_2$), we can create a C61 situation as explained under item 1. below. The case $B, D \notin NA_2$ is analyzed in Table 14.

In the following, we assume that $\delta A_1 = \delta C_1 = 3$. We start with five simple observations:

1. If $B \in NA_2$, then one can create a C61 situation $A_1A_2C_1CBA$ using $D$ as “X”. The case $D \in NA_2$ is symmetric.
2. If \( \delta A'_2 = 2 \) and \( B \) equals \( A'_3 \), then we can create a C61 situation \( A_1ADCB\bar{A}'_2 \) using \( C_1 \) as “X”. Again, \( D \in NA'_2 \) is symmetric.

3. By C46, \( A'_2 \neq C'_2 \) can be assumed.

4. If \( \delta A_2 = 2 \) and \( B \in NA'_2 \), we create a C61 situation \( C_1CDAA_1A_2 \) using \( A'_2 \) as “X”. (Actually, there is an additional vertex \( B \) connected to \( A \) and \( C \), but \( B \) is not connected to anywhere else after deleting \( A'_2 \), so that the C61 analysis could only improve.) Symmetrically, the case \( \delta A_2 = 2 \) and \( B \in NC'_2 \) can be treated.

5. If \( \delta D = 2 \) and \( B \in NA'_2 \), we create a C61 situation \( A'_2BCDA\bar{A}_1 \) using \( A_2 \) as “X”.

Observe that it is only in the last item listed above that \( D \) has degree two. By using these preliminary observations, the following four cases remain:

1. In case \( \delta A_2 = 3 \) and \( \delta A'_2 = \delta C'_2 = 3 \), we can assume the following:
   - \( B, D \notin NA_2 \) (by the first observation),
   - \( B, D \notin NA'_2 \cup NC'_2 \) (by the fifth observation),
   - \( A'_2 \neq C'_2 \) (by the third observation).

2. In case \( \delta A_2 = 3 \) and \( \delta A'_2 = 2 \), we can assume:
   - By the (micro-)tail argument, we can assume \( \delta A'_3 = 3 \).
   - Further, \( B, D \notin NA'_2 \) (by the second observation).

3. In case \( \delta A_2 = 2 \) and \( \delta A'_2 = \delta C'_2 = 2 \), we can assume the following:
   - \( B, D \notin NA'_2 \cup NC'_2 \) (by the fourth observation).

4. In case \( \delta A_2 = 2 \), \( \delta A'_2 = 3 \) and \( \delta C'_2 \geq 2 \), we can assume:
   - \( A'_2 \neq C'_2 \) (by the third observation),
   - \( B, D \notin NA'_2 \cup NC'_2 \) (by the fourth observation).

The detailed analysis of these four cases is contained in the list in Table 15.

Table 14 shows the picture. In none of those studies, \( \delta D = 2 \) is used.
<table>
<thead>
<tr>
<th>Assume $\delta A_2 = 3$ and $\delta A_1 = 2$:</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D \notin NA_2$</td>
</tr>
<tr>
<td>$B \notin NA_2$</td>
</tr>
<tr>
<td>$AC$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Assume now $\delta A_1 = \delta C_1 = 3$:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1: $\delta A_2 = \delta A'_2 = \delta C'_2 = 3$:</td>
</tr>
<tr>
<td>$A'_2 \neq C'_2$</td>
</tr>
<tr>
<td>$\delta C'_2 = 3$</td>
</tr>
<tr>
<td>$\delta A'_2 = 3$</td>
</tr>
<tr>
<td>$B, D \notin NA_2$</td>
</tr>
<tr>
<td>$B, D \notin NC'_2$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Case 2: $\delta A_2 = 3$, $\delta A'_2 = 2$:</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A'_3 \notin {B, D}$</td>
</tr>
<tr>
<td>$\delta A'_3 = 3$</td>
</tr>
<tr>
<td>$B, D \notin NA_2$</td>
</tr>
<tr>
<td>$AC$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Case 3: $\delta A_2 = \delta A'_2 = \delta C'_2 = 2$:</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B \notin {A'_3, C'_3}$</td>
</tr>
<tr>
<td>$D \notin {A'_3, C'_3}$</td>
</tr>
<tr>
<td>$\delta A'_3 = 3$</td>
</tr>
<tr>
<td>$\delta C'_3 = 3$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Case 4: $\delta A_2 = 2$, $\delta A'_2 = 3$, $\delta C'_2 \geq 2$:</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A'_2 \neq C'_2$</td>
</tr>
<tr>
<td>$B, D \notin NC'_2$</td>
</tr>
<tr>
<td>$B, D \notin NA'_2$</td>
</tr>
<tr>
<td>$AC$</td>
</tr>
</tbody>
</table>

Table 15: The branching in case C47

**4-Cycles in detail III: the 4-cycle contains only degree-3-vertices**

The first case (C48) we are going to consider possesses one 4-cycle-vertex, w.l.o.g. $A$, has a degree-2-neighbor. Since we can exclude chains and tails, we can assume that $\delta A_2 = 3$, as depicted in Table 16. Further, we can assume $B, D \notin NA_2$, since otherwise the picture would include another 4-cycle with one degree-2-vertex, a case which has just been dealt with.

We can now assume in case C49 that all 4-cycle-vertices have degree-3-neighbors. Assuming that all vertices in the corresponding picture in Table 16 are different, we obtain the branching given there, where in the first
Table 16: 4-Cycles III: all 4-cycle-vertices have degree three: C48 and C49

subcolumn of the third column we write the number of times symmetric cases occur; in total C49 contains a branch with sixteen different children. This case gives the worst branch of the whole 4-cycle-analysis.

What equalities may occur? If $A_1 = C_1$ or $B_1 = D_1$, we refer to case C41. If $A_1 \in NB_1$ (or symmetric cases), the situation given in case C49a
Table 17: C49a: a special 4-cycle

In Table 17 occurs. Observe that we can assume that all vertices part of
or neighboring any 4-cycle have degree three in previous case studies. In
case C49a, if \( A_2 = D_1 \), we can use the C61-trick by taking \( \{X = A_2\} \) and
the 6-cycle \( CBB_{A_1}A_1AD \). Otherwise, we distinguish two cases in Table 17:
\( B_2 \in NA_2 \) and \( B_2 \notin NA_2 \).

Finally, \( NA_1 \cap NC_1 \) might be not empty (or symmetric case \( NB_1 \cap
ND_1 \neq \emptyset \)). If \( |NA_1 \cap NC_1| = 2 \), the analysis given in case C46 works.
If \( |NA_1 \cap NC_1| = 1 \), the analysis given for case C47 works with one excep-
tion: that is, only in the fifth observation there we assumed that \( \delta D = 2 \)
could be assumed in case C47. That in turn has only been used in case
\( \delta A_2 = 3, \delta A_2' = \delta C_2' = 3 \) together with the further assumptions \( B, D \notin NA_2, \)
\( B, D \notin NA_2' \cup NC_2' \) (by the fifth observation), \( A_2' \neq C_2' \), see Table 14. In
the notation of Table 16, the assumptions \( B, D \notin NA_2 \) as well as \( B, D \notin
NA_2' \cup NC_2' \) correspond to the case \( A_1 \notin NB_1 \) treated in Table 17, so that
we were actually able to complete our analysis of case C49 and hence of all
possible 4-cycles.

Appendix C: A detailed analysis of 6-cycles

In the analysis of the main course of the algorithm, several 6-cycles have not
been analyzed. We will do this here. In contrast to the analysis of cycles of
length 4, as shown above, this analysis does not treat all possible 6-cycles
but only those which actually occur as special cases in our algorithm.

**C62: A 6-cycle for case M7**

In case M7, the structure given in Table 18 had yet to be analyzed. Note that we can now assume that 4-cycles can be analyzed efficiently, so that especially all white vertices occurring in the picture of Table 18 are pairwise different. We made the following distinction of subcases in Table 18:

1. If \( \delta D = 2 \), then we can create a C61 situation using \( A_1 \) as \( X \) with respect to the 6-cycle \( CDEFAB \). In the course of the subsequent analysis, we can assume \( \delta D = 3 \).

2. Similarly, if \( \delta E_1 = 1 \), then either we already have a C61 situation “with micro-tails” (in case \( \delta D_1 = 1 \)) or we can create one “with micro-tails” if \( \delta D_1 > 1 \) by taking \( D_1 \) as \( X \) with respect to the 6-cycle \( ABCDEF \). The case \( \delta C_1 = 1 \) is symmetric and \( \delta A_1 = 1 \) is analogous. In the following, we can therefore assume that \( A_1, C_1 \) and \( E_1 \) each have degree of at least two.

Table 18: C62: A 6-cycle for case M7
3. If $\delta E_1 \geq 2$ and $\delta C_1 = 3$, we refer to the analysis given in Table 18. Obviously, the case $\delta E_1 = 3$ and $\delta C_1 \geq 2$ is symmetric. Therefore, the following case remains:

4. If $\delta E_1 = \delta C_1 = 2$, then we can assume that $\delta C_2 = \delta E_2 = 3$, since otherwise we would have tails or chains, which are done already. Furthermore, if $NA \cap NC_2 = \emptyset$, we are in the same situation as that of the main case M7 which can be assumed to have already occurred: namely, we have one degree-3-vertex $C$ neighbored by two degree-2-vertices. The case $NA \cap NE_2 = \emptyset$ is treated symmetrically.

Therefore, the only subcase that remains to be analyzed is: $NA \cap NC_2 \neq \emptyset$ and $NA \cap NE_2 \neq \emptyset$. Obviously, this means that $A_1 \in NC_2 \cap NE_2$. No further vertex is in this intersection, since we can assume the absence of 4-cycles.

Note that now (having carried out M7) we can assume that not only neighbors and neighbors of neighbors, but also neighbors of neighbors of neighbors of degree-2-vertices are degree-3-vertices.

Two 6-cycles for case M8a

![Diagram of a graph with vertices labeled A1, A, B, B1, C, D, D1, E, and E1, with edges connecting them.]

<table>
<thead>
<tr>
<th>Edge</th>
<th>Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1DB_1E_1$</td>
<td>2</td>
</tr>
<tr>
<td>$A_1DB_1NE_1$</td>
<td>2</td>
</tr>
<tr>
<td>$A_1DNB_1E_1$</td>
<td>1</td>
</tr>
<tr>
<td>$A_1DNB_1NE_1$</td>
<td>1</td>
</tr>
<tr>
<td>$A_1NDB_1$</td>
<td>1</td>
</tr>
<tr>
<td>$A_1NDNB_1$</td>
<td>1</td>
</tr>
<tr>
<td>$NA_1$</td>
<td>0</td>
</tr>
</tbody>
</table>

| Distance | 1.3930 |

Table 19: C63: A special 6-cycle for case M8a
Table 20: C64: A special 6-cycle for case M8a

In case M8a, two 6-cycle cases remained to be analyzed (in the given order): the case C63 of a 6-cycle with two degree-2-vertices (which have to be arranged as in Table 19 since M7 has been done before; moreover, \( \delta A_1 = \delta B_1 = \delta D_1 = \delta E_1 = 3 \) can be assumed because of M7; this implies that for 6-cycles with two degree-2-vertices, the analysis is complete) and a special case C64 of a 6-cycle with one degree-2-vertex, see Table 20.

As regards case C63, we can suppose that no 4-cycles are present, which means that \( \{A_1, E_1\} \) and \( \{B_1, D_1\} \) each contain two elements, and \( A_1 \notin NB_1 \). Note that possibly \( B_1 \in NE_1 \).

Regarding case C64, observe that if \( B_2 = E_1 \), we find a structure already treated in C63, namely the 6-cycle \( ABB_1E_1EF \), so that we can assume \( B_2 \neq E_1 \) (i.e., \( B_2 \notin NE \)) in the analysis given in Table 20. Further, recall that the main case M8a forces \( B_1 \) to be of degree two in case C64. (A similar situation where \( B_1 \) has degree three occurs as a subcase for M8b, see below.)

Two 6-cycles for case M8b

In case M8b, two other 6-cycle cases are to be analyzed. The first (C65) is quite similar to C64; now, \( \delta B_1 = 3 \) is assumed, see Table 21. In that table, we assumed that, if \( A_1 \notin ND_1 \), then \( B_1 \notin NE_1 \). Therefore, in the second line, we subtracted one from the best possible 9-branch (assuming \( A_1 \in ND_1 \)), but nothing in the third line of the analysis. In the fourth line,
we even subtracted two, assuming $A_1 \in ND_1$ and $NB_1 \cap ND_1 \neq \emptyset$. Note that the roles of $A_1$ and $D_1$ as well as $E_1$ and $B_1$ are interchangeable.

By this sort of analysis, the instance where $A_1 \in ND_1$ and $B_1 \in NE_1$ remains. That is shown in Table 22. Observe that we can assume $\delta A_2 = \delta E_2 = 3$, since $A_2$ and $E_2$ are each at distance three from a degree-2-vertex and because we have completed the analysis of case M7. Moreover, we can assume $\delta C_1 > 1$ by the micro-tail argument, possibly referring to the analysis in case C63. If, in the case $A_2 \in NE_1$, we consider the subcase $\delta C_1 = 2$ and $NC_1 \cap NE_1 \neq \emptyset$ (which means that $\{A_2\} = NC_1 \cap NE_1$ and $NA_2 = \{E_1, C_1, A_1\}$) we get a large structure with only two outlets at $B_1$ and $D_1$ which easily yields the following branch:

\begin{table}
\begin{tabular}{|c|c|c|}
\hline
$B_1D_1$ & 4 & 6 \\
$B_1ND_1$ & 3 & 7 \\
$NB_1$ & 0 & 3 \\
\hline
\end{tabular}
\end{table}

Therefore, we can assume that either $\delta C_1 = 3$ or $\delta C_1 = 2$ and $NC_1 \cap NE_1 = \emptyset$ in the last line of the analysis given in Table 22.

Finally, the 6-cycle depicted in Table 23 remains to be analyzed for case M8b. By the previous case C65, we can assume that

\[(NG_1 \cup NG_1') \cap \{B_1, D_1\} = \emptyset\]  (3)
as well as

\[ \{G_1, G'_1\} \cap (N A \cup ND_1) = \emptyset. \]  \hspace{1cm} (4)

As a special case, let us first consider the triple-6-cycle given in Table 24, where \( B_i \in NE_1 \) and \( A_i \in ND_1 \) is assumed.

(a) We can assume that \( NF \) can have at most one common element \( F_i \) within the neighborhood of either \( G_1 \) or \( G'_1 \) but not in both, otherwise there would be a 4-cycle \( GG'_1F_iG_1 \). (Of course, neither \( A \) nor \( E \) is in \( NG_1 \cup NG'_1 \) by condition Eq. (4).)

Observe that since \( \delta B = \delta D = 3 \) by assumption and because of condition Eq. (3), we can assume that (b) the neighbor of \( A_1 \), which is neither \( A \) nor \( D_1 \), is not neighbor of both \( G_1 \) and \( G'_1 \).
Table 23: C66: A special 6-cycle for case M8b

In calculating the branching vectors, we assumed that one neighboring situation in each of those cases (a) and (b) might occur.

To be more precise using one example, observe that we assumed that the case \( A_1B_1DNFNG_1 \) contains nine vertices, i.e., we assumed that \( NF \cap NG_1 = \emptyset \), while we only counted nine vertices in case \( A_1B_1DNFG_1NG_1' \), assuming here \( NF \cap NG_1' \neq \emptyset \). Since the vertices \( G_1 \) and \( G_1' \) are completely symmetric, such an assumption can be made, since the roles of \( G_1 \) and \( G_1' \) are interchangeable.

By reasons of symmetry, in the main analysis of case C66 we can now
Table 24: C66a: A triple 6-cycle for case C66

\[
\begin{array}{|c|c|c|}
\hline
A_1B_1DFG_1G_1 & 2 & 8 \\
A_1B_1DFG_1NG_1 & 2 & 10 \\
A_1B_1DFNG_1 & 2 & 9 \\
A_1B_1DNFG_1G_1 & 2 & 10 \\
A_1B_1DNFG_1NG_1 & 1 & 10 \\
A_1B_1DNFNG_1 & 1 & 10 \\
NA_1B_1EG_1G_1 & 2 & 9 \\
NA_1B_1EG_1NG_1 & 1 & 10 \\
NA_1B_1ENG_1 & 1 & 9 \\
\hline
\end{array}
\]

\[
\begin{array}{|c|c|c|}
\hline
NA_1B_1NEG_1G_1' & 2 & 11 \\
NA_1B_1NEG_1NG_1' & 1 & 11 \\
NA_1B_1NEG_1 & 1 & 11 \\
NB_1DG_1G_1' & 1 & 7 \\
NB_1DG_1NG_1' & 1 & 9 \\
NB_1DG_1 & 1 & 8 \\
NB_1ND & 0 & 6 \\
A_1B_1ND & 0 & 5 \\
\hline
\end{array}
\]

1.3989

assume that

\[
|NE \cap NB_1| = 0 \quad \land \quad |NA \cap ND_1| \leq 1. \quad (5)
\]

Observe that \(ND_1\) is never mentioned in the branch given in Table 23 whenever neighbors of \(A\) are considered. Since we did not consider the case where \(NB_1 \cap ND_1 \neq \emptyset\), we assumed \(|NB_1 \cap ND_1| = 1\) in the case analysis of Table 23.
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